
Runder Processes
-

[I) Need to generate pseudo rondem numbers

Plenty of algorithm art there that
will do this for us

One of the most famouslangruentral
alled

a Linear Sequences (LCs)
Famous

-

yes , Also simple albeit
blac

Hew does on LCS work

Consider the following equation

= = (ax +2) % m /LCS
where

a
,
c
,
z,
m are integers

Need to picka need is to

as c and m are constants

The sequence is completely deterministic

The algorithm is extremely simple
ad fine for simple problems









it does work and we call the
-method the transformation method

Suppare we not to generate randem
-real numbers X in the interval

from zeo to infinity with the
experiente probability distribution

pix
=meux [3)

Let'ssoftatheegnate n an
X(2)

z
= (meexex
-⑳

-uxxz)
= 1 - e

-ex
=

me I
~
D

to z
= 1 - e -ux (4)

x
=-uln(1 - 2)





















Roofinding
-

Systems of Linear egurative (Ax =1)
Ne t solved

unf algorithms
such as

· Gaussion elimination ↳ upper tranguler

· It chompethe (afA) A =LC

we
triustulen

· QR decomposition (ofA
unityex Rud
p

Here we will study methods for solving
non-lineen -- Namely, we looksystems
at methods fo finding roots of functions

-

Note that if we have a melhoch

Ther finding X such that fix =c &
-

me can find t such that

f(x) =b

by finding roots of

g(x
= fix-b





(3)Comput Im = 8km/

14)If Im =0 than stop and return In

(5) If for has the same sign as

12x1) then set
x
=

xn else Xz
=

Am

1758 1x -x213) then repeat
~

Azis
2)A (6) else stop andreturn

X+xz
2

Newton's Method
-

This method works by resentedly
approximating f as a stright no

&

to improve current estimate of
a root

Stes
-

11) Begin with an initial estemTole of
the root to ,

a meet number of
---elevations and a maximum tolerance

(2)Compute the new estem-as as

x
=

-



↳* *
M

(
new estimate i

a root of approximatehig

C33If the number of itations >max
ach

181=

then go bush to step (2)

(4) outpat x as answer

↳eantMethoa
esentat the same

as restors method but the derivative

of I : replaced with the
namerical deiratue of of (useful when
I' is difficult to comput



Recall f'(x2)* -JES
xz
-

x

So the polet
method looks Step in

the seroton

+s
=

x
-

Hx))C
where -

andIn
are previous esteok

-Note that the metho legns
with 2 values to and untike
Neuters methods.







Equate the before and after stepsIt

2 =

23

=)=) (uflingin3)
x2
- 7

,

= + + 1
2

↳ z
=

t + 1 This s the

golden alio and
it i miguel( -

z= e 1 . 618 defines hum ne

late c
a

[ISChoose two inThal points ↑ and 44
Then calculato -2 and xy according
to the golden natio. E thi

youneed to calculate

x
= f(z, x,, x4)

x = f(z, x , x4)



C 3 then the minimum2) If 6E2]"f x3
lies between ach xs

Set xx
=

>

X
= Xe

and calculate the new x using the

golden rates - remains the same

(3) Else J(x2) >(*)

In this case the minimum lis between
x2 and

Then set

X
,
=

xz

xz
=

x3

and calculate the new is using the
-

thegolden natio , xy remaind same

(4)Contenive this iteratios until

1 + - 1) < Threshold
One the theshold is reached the





-NumericalIntegration
inapezoidal Rule
Simpsons Rule
Gaussen

Infinite Murat

Trapezoidal-Rule
Cup , trapz)
-

I/II!
Er the trpescidat rule the demons
-f integration e divided t segments.

The with of each sequent is given by

= h

Thecrea of each trapezord in given by



An = [h[f(a +(+(4) + f(u + kh)]
ach

I (a
,
b) = h(( f(x) +=f()+ a +kn)] (1)

Example

I = j( - 2+ 1)de

N = 10
a
= 0
b = 2

def fli
retur (x*+4 - 2=X + 1)

h=
S = 0

.50 fla + 0.5
*

f(l)

for 1 in range (1, N)
s + = f(a + koh)



Simpson'sRule

(scipy , integrate · simpson

-

-better using Simpans RuleWe can do
-which usleut of using hopezoids

us gradaw future to subdirea
the the curve . This

leads to the formula

ECal) = h(fm+an a
2, ..., N-2

Not the two different sams and also
-that N must be even

-Forsand Adaptive Interation

The rezoic rule is know to introduces
errors of order hi

Suppose that the two value of our integral
is I and letas denote ou first estemTele
using the trpegrist rule with N

, sters
by T-



































n +(t + z) = x (t +z) + hf(+( +h), t+h)

in the calculation f(x(tth), +th)
pla the role of the gradient at
the midpoint between t+ and+

· Next we would have

~(t +2h) =

x(t +h) + hf(x(t +z), t +z)(4)
And we goan repeating the process
as leng as I of
x - ed

. Genethe selgt and
the equations

- (t +h) =

=(t) + hf(x(t+z) , t+z)

-(t + z) = x (t +z) + hf(= (t +h), t +h)

Leapfrog isactually less accurate then
RK4 in terms of cut and out error
propogation . So why ever use it

&The answer is that leapfrog w symplectio
The news that it s time symmetric
If you run

end
↳ with lef ladusener

10 t -> -t) . Nothnd R44C ~ for
RK4 o not time symmetric.









k = hf(x(t +h) , t +h) (V3)

v(t + z) = v(t + z) + 4 Coptenal)
v(t + z) = v(t + z) + 4 (4)








